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Introduction 

Just as American and European critical infrastructure executives were beginning to wrap their 

minds around the devastation of the Office of Personnel Management, ransomware erupted 

onto the scene.  We then experienced concentrated DDoS attacks such as the Mirai botnet 

attack on Dyn, which enabled a quantum leap for cyber criminals of even the most novice of 

technical aptitude to wreak havoc on targeted organizations at the click of a button or for less 

than one bitcoin. Unfortunately, adversaries continue to evolve, and cyber defense remains a 

reactionary culture. Numerous, persistent and adaptive, cyber-adversaries can more easily, 

remotely and locally besiege critical infrastructure systems, than information security personnel 

can repel the incessant barrage of multi-vector attacks.  

Now, all techno-forensic indicators suggest that an under-discussed cyber-kinetic attack vector 

will ubiquitously permeate all critical infrastructure sectors due to a dearth of layered bleeding-

edge military grade cybersecurity solutions. Unless organizations act immediately, in 2017 The 

Insider Threat Epidemic Begins.  

The act of espionage, to the unsuspecting pawn, is the ultimate betrayal. Michael Crouse, 

Forcepoint Director Federal Technical Sales and an ICIT Fellow, opines ǘƘŀǘ άLƴǎƛŘŜǊ ¢ƘǊŜŀǘ ƛǎ 

ǎǘƛƭƭ ŦŀƛǊƭȅ ƴŜǿ ǘƻ ƻǊƎŀƴƛȊŀǘƛƻƴǎ ŀƴŘ ǘƘŜ ŀǿŀǊŜƴŜǎǎ ƻŦ ǘƘŜ ǇǊƻōƭŜƳ ƛǎ Ƨǳǎǘ ŜƳŜǊƎƛƴƎ ǘƻŘŀȅΦέ 

Cyberespionage is trivial when organizations render little to no resistance to modern threats. 

The amalgamation of digital exploitation of network vulnerabilities and the manipulation of 

psychological weakness empower numerous unknown adversaries to persist on vital systems 

and to compete amongst each other for dominance over our critical infrastructure. 

The cold war has been replaced by the άbŜǿ Dƭƻōŀƭ ²ŀǊέ ǘƘŀǘ ƛǎ ǾƛǊǘǳŀƭƭȅ ŀōǎŜƴǘ ƻŦ ƳǳƴƛǘƛƻƴǎΤ 

instead cyber-kinetic attacks and information warfare that destabilizes socio-political structures 

and that weaponizes social media for expedited malicious payload delivery. Government 

surveillance has been supplanted by corporate dragnet surveillance profiteers who operate 

ǿƛǘƘƻǳǘ ǊŜǎǘǊŀƛƴǘΦ /ƘƛƴŀΩǎ моǘƘ Five-Year Plan continues to be an all hands on deck national 

initiative. The Russian/American chess match exchanges nukes for technological stealth and 

sophistication and 0-day exploits. And in the end, American and European industry and citizens 

absorb the impact from all sides, while government agencies struggle to stave off endless 

waves of cyber assaults against their Frankensteined antiquated legacy systems and their 

haphazard IoT microcosms. All these attacks are facilitated and exasperated by non-malicious 

and malicious insider threats that poison critical infrastructures from within by subverting their 

cyber-defenses, by exfiltrating treasure troves of sensitive data, and by infecting vital systems 

with sophisticated espionage and cyber-kinetic malware. 
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The Insider Threat Epidemic 

!ƳŜǊƛŎŀΩǎ ŎǊƛǘƛŎŀƭ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ ƻǊƎŀƴƛȊŀǘƛƻƴǎ ŀǊŜ ǇŜǊǇŜǘǳŀƭƭȅ ƛƴŦƛƭǘǊŀǘŜŘ ōȅ ƛƴǎƛŘŜǊ ǘƘǊŜŀǘ ŀŎǘƻǊǎ 

who ignore cyber-hygiene measures and who bypass cybersecurity controls; thereby, enabling 

cybercriminals, nation-state advanced persistent threat (APT) actors, and other threats to 

besiege critical infrastructure systems, to launch cyber-kinetic attacks on the United States, and 

to exfiltrate treasure troves of sensitive PII, PHI, and IP. According to IBM, of all the 2014 

cybersecurity incidents, 31.5% were perpetrated by malicious insiders, and 23.5% resulted from 

the activities of non-malicious insider threats [1]. These incidents have become so prevalent 

that Americans have become desensitized to the cycle of alarm, dismay, and reassurance that 

follows each and every breach in the interminable series of cybersecurity incidents that leave 

sensitive data in the hands of cyber-adversaries. Shock and public outcry have transformed into 

disregard and apathy as a new generation of desensitized Americans, who are also conditioned 

by social media and the internet to openly share information, enter the critical infrastructure 

workforce. As a result, the policies, procedures, guidelines, and technical security controls 

protecting sensitive systems, databases, and intellectual properties, are no longer sufficient to 

protect critical infrastructure organizations from the users that threaten their security from 

within the network perimeter. Exabeam Director of Federal and ICIT Fellow Michael Seguinot 

ŎƻƳƳŜƴǘǎΣ ά¢ƘŜ ƭƻƴƎ ƘƛǎǘƻǊȅ ƻŦ L¢ ǎŜŎǳǊƛǘȅ Ƙŀǎ been focused on hardening the perimeter, so 

inertia and familiarity are the likely culpritǎΦ ¸ƻǳΩŘ ōŜ ǎǳǊǇǊƛǎŜŘ Ƙƻǿ ƻŦǘŜƴ ŀ ǎŜƴƛƻǊ ǎŜŎǳǊƛǘȅ 

architect responds by stating that his organization is not at risk ōŜŎŀǳǎŜ ǘƘŜȅΩǾŜ ŘŜǇƭƻȅŜŘ ƴŜȄǘ-

gen firewalls and two-factor authentication. The notion that these are useless against many 

insider threats sƛƳǇƭȅ ŘƻŜǎƴΩǘ ǊŜƎƛǎǘŜǊΦέ Malicious and non-malicious insider threat actors seek 

to compromise network security, breach databases, disable security controls, install malware, 

exfiltrate data, or aid adversarial multi-vector information warfare and cyber-kinetic campaigns 

because they are motivated by ignorance, apathy, mistaken ideals, personal greed,  loyalty to a 

foreign power, etc. HPE Security Strategist and ICIT Fellow {ǘŀƴ ²ƛǎǎŜƳŀƴ ǎǘŀǘŜǎΣ ά/ƘŀƴƎŜ ŘƻŜǎ 

not come easy.  The cyber security budget is limited - generally less than 8% of the IT budget - 

the availability of high-quality cyber security professionals is limited, making a fundamental 

change challenging.  Additionally, senior business management/Board of Directors tend to run 

ŎȅōŜǊ ǎŜŎǳǊƛǘȅ ōȅ άǊŜŀŘƛƴƎ ŀ ƳŀƎŀȊƛƴŜ ƻƴ ŀƴ ŀƛǊǇƭŀƴŜέ ƻǊ Ǿƛŀ ōǳǎƛƴŜǎǎ ƳŀƎŀȊƛƴŜ ŀǊǘƛŎƭŜΦ  This 

does not lend itself to well-ǊƻǳƴŘŜŘ ŘŜŦŜƴǎŜ ƛƴ ŘŜǇǘƘ ǎŜŎǳǊƛǘȅ ǇǊƻƎǊŀƳǎΦέ /ƻƳǇŀƴƛŜǎ ŎƻƴǘƛƴǳŜ 

to invest in obsolete security strategies focused around external-facing network defenses which 

do nothing to detect, deter, prevent, or mitigate insider threats. Protenus CEO and ICIT Fellow 

wƻōŜǊǘ [ƻǊŘ ǊŜŀǎƻƴǎΣ ά9ȄǘŜǊƴŀƭ ǘƘǊŜŀǘǎ ŀǊŜ ŜŀǎƛŜǊ ǘƻ ǳƴŘŜǊǎǘŀƴŘ ŀƴŘ ŘŜǘŜŎǘ ǘƘŀƴ ƛƴǘŜǊƴŀƭ ƻƴŜǎΣ 

making it easier to explain the case for investing in solutions to combat external threats to 

decision-makers. While the signs that point to incidents of hackers breaking down firewalls and 

gaining access to patient records are well-known, the signs that point to incidents of insider 
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threats are more subtle, relying on detailed patterns in EHR accesses that only advanced 

ǘŜŎƘƴƻƭƻƎƛŜǎ Ŏŀƴ ǊŜŎƻƎƴƛȊŜΦέ CǳǊǘƘŜǊΣ ǘƘŜ ŘƛǎŎǳǎǎƛƻƴ ǎǳǊǊƻǳƴŘƛƴƎ ƛƴǎƛŘŜǊ ǘƘǊŜŀǘǎ Ƙŀǎ ǎǘŀƎƴŀǘŜŘ 

and resulted in a scarcity of actionable intelligence. Additionally, many industry tools and 

guidance that do mention insider threats, such as the Federal Financial Institutions Examination 

Council's Cybersecurity Assessment Tool, remain vague and brief [2]. Other coverage of the 

topic devolves into techno-babble that is of little utility to small-to-medium businesses or 

corporate CISOs. 

At their core, organizations depend on trusted personnel to access critical systems, to make 

pivotal decisions, and to carry out vital operations. Despite all the technological innovation of 

the digital age, humans remain tƘŜ ǎǘǊƻƴƎŜǎǘ ŀƴŘ ǘƘŜ ǿŜŀƪŜǎǘ ƭƛƴƪ ƛƴ ŜǾŜǊȅ ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ 

cybersecurity. Personnel are the most vital and the most vulnerable operational resource. 

Cybersecurity resiliency depends on detecting, deterring, and mitigating insider threats 

because, with just a few minutes of access to the right system, a single insider threat can 

jeopardize decades of work, can inflict millions or billions of dollars of harm, and can impact 

millions of lives. Cyber-adversaries from across the globe depend on insider threats to bypass or 

disable technical and non-technical cybersecurity controls in order to facilitate critical 

infrastructure breaches. Anomali Director of Security Strategy and ICIT Contributor Travis Farral 

ƴƻǘŜǎΣ έLǘ Ŏŀƴ ōŜ ŀǎǎǳƳŜŘΣ ōŀǎŜŘ ƻƴ ǇǳōƭƛŎ ƪƴƻǿƭŜŘƎŜ ƻŦ ŀǘǘŀŎƪǎ ƻƴ ŎǊƛǘƛŎŀƭ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜΣ ǘƘŀǘ 

these targets are chosen for a handful of key reasons.  Namely, the asymmetric value in 

launching attacks on foreign critical infrastructure from relative safety outside of that nation 

and the level of impact these attacks can have for relatively little cost.  From a geopolitical 

perspective, this is an enticing capability to leverage.  A focused phishing campaign can turn 

unsuspecting insiders into vehicles of mayhem or worse inside a critical infrastructure 

ƻǊƎŀƴƛȊŀǘƛƻƴΦέ 9ƛƎƘǘȅ-nine percent of organizations surveyed by the Information Security Forum 

in 2014 believe that they are vulnerable to insider threats [3]. Due to the sheer number of 

άǘǊǳǎǘŜŘ ŜƳǇƭƻȅŜŜǎέ, large organizations struggle to identify insider threats or to implement 

necessary controls before incidents occur; meanwhile, small and medium organizations often 

lack the resources necessary to detect, deter, or mitigate insider threats. In 2015, only 17 % of 

security professionals were aware of an insider threat on their network; although, anomalous 

activity may indicate that insider threats operated in 85% of organizations in 2015 [4]. False 

alerts, information overload, and an increasingly complex cyber threat environment make 

detecting the increasing number of insider threats, proportionately difficult. Rather than 

continue to promote the same antiquated and obsolete perimeter cyber-security solutions, 

critical infrastructure organizations need to adopt bleeding-edge defense-grade insider threat 

solutions that seamlessly detect, deter, and mitigate the harmful activities of malicious and 

non-malicious insider threat actors. 
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Characterizing Insiders Threats 

/9w¢Ωǎ ά/ƻƳƳƻƴ {ŜƴǎŜ DǳƛŘŜ ǘƻ Mitigating Insider ThreatsΣέ defines an insider as a current or 

former employee, contractor, or business partner who meets the following criteria: 

ω Iŀǎ ƻǊ ƘŀŘ ŀǳǘƘƻǊƛȊŜŘ ŀŎŎŜǎǎ ǘƻ ŀƴ ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ ƴŜǘǿƻǊƪΣ ǎȅǎǘŜƳΣ ƻǊ Řŀǘŀ 

ω Has intentionally exceeded or intentionally used that access in a manner that 

ƴŜƎŀǘƛǾŜƭȅ ŀŦŦŜŎǘŜŘ ǘƘŜ ŎƻƴŦƛŘŜƴǘƛŀƭƛǘȅΣ ƛƴǘŜƎǊƛǘȅΣ ƻǊ ŀǾŀƛƭŀōƛƭƛǘȅ ƻŦ ǘƘŜ ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ 

information or information systems 

Insider threat occurs in three varieties, of decreasing frequency: 

1. Careless or uninformed users who unintentionally violate security requirements and 

policies due to a lack of cybersecurity awareness, training, or foundational cyber-

hygiene. 

2. Negligent users who intentionally evade security measure out of convenience, 

neglect, or misguided attempts to increase productivity. 

3. Malicious users who intentionally evade security measures in attempts to profit 

financially, gain revenge, or seek to unmask corruption or other malfeasance, based 

on a misguided sense of idealism 

According to DLT Chief Cyber Security Technologist and ICIT Fellow 5ƻƴ aŀŎƭŜŀƴΣ ά!ƭƭ ƻŦ ǘƘŜǎŜ 

users leave digital evidence behind, and bleeding-edge technologies can use that evidence to 

identify the perpetrator.  The convergence of data analytics and cybersecurity, in the form of 

threat-hunting tools gaining traction in the market, is particularly interesting in this area.  These 

tools ingest security data from a huge variety of sources, both external and internal to the 

organization.  They can correlate and analyze that data to identify anomalous behaviors and to 

ŦƭǳǎƘ ƻǳǘ ƛƴǎƛŘŜǊ ǘƘǊŜŀǘǎΦέ ICIT Fellow and Chief Technologist at DLT 5ŀǾƛŘ wǳōŀƭ ŎƻƴǘƛƴǳŜǎΣ ά¢ƘŜ 

growing intersection of cybersecurity and data analytics is driving the evolution of defense-in-

depth strategies. Data science-derived technologies like big data analytics, machine learning, 

deep learning and artificial intelligence move visibility, modeling and prediction of cyber-related 

events to the next level. The effective collection and batch analysis of large amounts of 

structured (i.e. databases) and unstructured data (i.e. log/machine data, social media data, 

metadata) are leveraged to create situational awareness and support ongoing insider threat 

detection, analysis, incident response, and mitigation. Use of a combination of analytics, 

visualization, and learning algorithms are used to determine classification and pattern detection 

to result in effective time-series predictions. This outcome-oriented approach and process 

helps agencies proactively determine risk, what action to take, ŀƴŘ ƛƴ ǿƘƛŎƘ ǇǊƛƻǊƛǘȅ ǘƻ ŀŎǘΦέ 
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¢ƘŜ LƴǎƛŘŜǊ ¢ƘǊŜŀǘ /ȅōŜǊ άYƛƭƭ /Ƙŀƛƴέ 

 

 

 

Everyone operating in critical infrastructure sectors has heard of insider threats ranging from 

Julius and Ethel Rosenberg to Robert Hanssen; however, insiders develop and operate 

differently in the digital age. Insider threats do not have to be well-positioned, hackers, or 

technologically sophisticated to inflict catastrophic harm on critical infrastructures or average 

Americans. No matter how many organizational resources are exerted, humans remain the one 

data container that employers cannot secure. ICIT Fellow Josh Salmanson of the Parsons 

Corporation Converged Cyber and Physical Security Defense and Security Division, clarifies, 

άaŀƴȅ ōǳǎinesses are simply overwhelmed by the duality of having a business presence on the 

internet and protecting themselves in cyberspace. There are not enough competent defenders 

available right now to prevent accidental exposures caused by poor computer hygiene 

practices. Organizationally, a response can only mirror the time and effort invested in end-user 

training, policy and process adherence, and application of best practices. It is very difficult to 

ǇǳƴƛǎƘ ŀ ƴŀƠǾŜ ŜƴŘ ǳǎŜǊ ǿƘŜƴ ǘƘŜ ƻǊƎŀƴƛȊŀǘƛƻƴ ƘŀǎƴΩǘ ǘŀƪŜƴ all the appropriate steps to protect 

themselves. Therefore, more training vs. punishment is an important choice related to issues of 

accidental insider threats. However, data suggests that even large organizations that spend 

significant resources, people, training time and money end up with only slight improvements in 

end user behavior and that smart adversaries will always find a path to compromise if they are 

ǎƻ ƛƴŎƭƛƴŜŘΦέ LƴǎƛŘŜǊ ǘƘǊŜŀǘǎ ƻŦǘŜƴ ǎǘŀǊǘ ŀǎ ǘǊǳǎǘŜŘ ŜƳǇƭƻȅŜŜǎ ǿƘƻ are radicalized, polarized, or 

recruited. Their transformation begins as minor disobedience and deviations from expected 

Figure 1: Deepweb Hacker for Hire Can Assist Insider Threats with Technical Attacks Layers 

Figure 1 depicts a Alphabay Deepweb forum listing for a hacker ςfor-hire. An unsophisticated 

insider could outsource cyber-technical operations to a hacker-for-hire for a percent commission. 
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behaviors, such as hiding communications from external parties. They flourish in high bustle 

and high-stress settings; which, inconveniently includes many critical infrastructure 

environments. The decision to turn is often toyed with before it is acted upon. It might begin as 

the curiosity about where their access boundaries lie or whether they can access pieces of 

information that are not relevant to their position. The actor might ask coworkers vague 

questions, might search for data, or might delegate the aggregation of data to another. Next 

the insider begins to hoard data. They might even obfuscate it through cryptography or by 

renaming files or extensions. Eventually, the adversary exfiltrates the data through an egress 

medium (email, USB, cloud, print, disk, network transfer, etc.). This can often be recognized 

through uncharacteristic traffic or by off-hour activity; though the insider threat may spread the 

transfer over multiple sessions. Finally, the adversary exfiltrates the data and attempts to 

monetize it, transfer it, exploit it, or publically disclose it. Combating insider threats requires a 

multidisciplinary approach that combines non-technical and technical controls [5].  

Non-Malicious Insider Threats 

Non-malicious insider threats unintentionally compromise the cybersecurity of the organization 

through lack of cyber-hygiene or lack of cybersecurity training and awareness. The actions of 

this category of insider threats are often described ŀǎ άƘǳƳŀƴ ŜǊǊƻǊέΤ ƘƻǿŜǾŜǊΣ ǘƘŜǎŜ ƳƛǎǘŀƪŜǎ 

circumvent the cybersecurity of the organization and invite adversaries onto network systems. 

The impact of non-malicious insider threats should not be dismissed or discounted.  The 

5ŜǇŀǊǘƳŜƴǘ ƻŦ IŜŀƭǘƘ ŀƴŘ IǳƳŀƴ {ŜǊǾƛŎŜǎ hŦŦƛŎŜ ŦƻǊ /ƛǾƛƭ wƛƎƘǘǎΩ ŀǎǎŜǊǘǎ ǘƘŀǘ ǘƘŜ ¢ƻǇ р 

breaches in Q1 2016 were the result of theft, loss, improper data and account disposal, 

unauthorized email access, and unauthorized data disclosure [6][7]. Centrify Vice President of 

Product Strategy David McNeely, an ICIT Fellow, ŜȄǇƭƛŎŀǘŜǎΣ ά¢ƘŜ ǎǳŎŎŜǎǎŦǳƭ ŀǘǘŀŎƪǎ ǘƘŀǘ L ƘŀǾŜ 

seen typically exploit careless users who unknowingly open malicious email attachments or 

ǿŜōǎƛǘŜǎ ǿƘƛŎƘ ŜȄŜŎǳǘŜ ƳŀƭǿŀǊŜ ǘƻ ǎǘŜŀƭ ǘƘŜ ǳǎŜǊΩǎ ŎǊŜŘŜƴǘƛŀƭǎ ŀƴŘ ƭŜǾŜǊŀƎŜ ǘƘŀǘ ǳǎŜǊΩǎ 

legitimate access rights in order to move around the network looking for privileged accounts 

and access to sensitive systems using existing legitimate accounts. External threats are typically 

addressed with perimeter defenses which have now been rendered useless against these new 

attack methods which leverage existing communication paths and user accounts. A new model 

ŦƻǊ ǇǊƻǘŜŎǘƛƴƎ ƻǊƎŀƴƛȊŀǘƛƻƴǎ ƛǎ ǊŜǉǳƛǊŜŘΦέ LƴŦƻǊƳŀǘƛƻƴ ǎŜŎǳǊƛǘȅ ǘŜŀƳǎ ƘŀǾŜ ŘƛŦŦƛŎǳƭǘȅ ŘŜǘŜŎǘƛƴƎ 

non-malicious insider threats because their unintentionally malicious activity often overlaps 

with the conventional activity, traffic, and responsibility of their position within the 

organization. Further, cross-sector trends related to non-malicious insider threat activity are 

inconclusive or incomplete because activity does not always result in security incidents. 

Consequently, actions that could allow adversaries access to the network are often not 

monitored due to a lack of foresight and are not self-reported due to fear of repercussions. 
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Michael Crouse of Forcepoint ŀƎǊŜŜǎ ǘƘŀǘ ά9ŦŦƻǊǘǎ ǘƻ ŜǎǘƛƳŀǘŜ Ƙƻǿ ƻŦǘŜƴ ŎƻƳǇŀƴƛŜǎ ŦŀŎŜ 

attacks from within are difficult to make. It has been suggested that insider attacks are under-

reported to law enforcement and prosecutors. Reasons for such under-reporting include an 

insufficient level of damage to warrant prosecution, a lack of evidence or insufficient 

ƛƴŦƻǊƳŀǘƛƻƴ ǘƻ ǇǊƻǎŜŎǳǘŜΣ ŀƴŘ ŎƻƴŎŜǊƴǎ ŀōƻǳǘ ƴŜƎŀǘƛǾŜ ǇǳōƭƛŎƛǘȅΦέ 

In some cases, the actions of non-malicious insiders may not lead to incidents or breaches.  For 

instance, most users who mistakenly receive a spreadsheet containing financial or healthcare 

data, may not know how to monetize the data, may ignore it, or may possess the scruples to 

contact the sender and inform them of the error. However, in other instances, the actions of 

the non-malicious insider, such as the aforementioned unauthorized disclosure, can result in a 

significant impact to the organization or to millions of customers. Non-malicious insider threats 

are best mitigated by comprehensive cybersecurity policies that do not compromise employee 

privacy and by a robust cyber-hygiene program that does not hinder employee productivity. 

Undertrained Staff 

Many critical infrastructure personnel began their careers before the advent of the internet, 

while others failed to receive cybersecurity awareness and training. In either case, an 

ǳƴŘŜǊǘǊŀƛƴŜŘ ƛƴŘƛǾƛŘǳŀƭΩǎ ƭŀŎƪ ƻŦ ōŀǎƛŎ ŎȅōŜǊ-hygiene (i.e. the failure to adhere to cybersecurity 

policies, procedures, guidelines, and best practices) or the disregard and circumvention of 

technical controls, leaves the organization vulnerable to compromise by internal or external 

threat actors. In many cases, a trusted employee becomes an unintentional insider through a 

seemingly run-of-the mill action (such as taking files home to complete additional work) due to 

the lack of clear policies to dictate acceptable (and security conscious) actions. This category of 

insider often includes elderly personnel who fail to receive or retain cybersecurity awareness 

training and recently onboarded hires that do not receive proper guidance and training.  

Employees deficient in sufficient cyber-hygiene and in cybersecurity training and awareness are 

susceptible to social engineering campaigns and to otherwise undermining the cybersecurity of 

the organization [8]. According to the Verizon 2016 Data Breach Incident Report, accidents 

attributed to un-cyber-hygienic personnel accounted for 30% of all security incidents in 2015 

[9]. Undertrained staff may also make poor decisions that at best leave the organization legally 

liable and at worst expose sensitive data to a plethora of cyber-adversaries. For instance, an 

employee who uploads data to social media, to email clients, to storage sites (Google Drive, 

ZippyShare, etc.) or to development sites (CodeHaus, SourceForge, etc.) may not be aware of 

the terms and conditions, privacy policies, or security controls, of those sites [4]. As a result, 

data ownership may transfer to the site in question or the data may be unintentionally exposed 

to other insider threats or cyber-adversaries. 
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Accident-Prone Employees 

Accident-prone insider threats are personnel whose unintentional actions compromise the 

organization despite receiving cyber-hygiene and cybersecurity training and awareness 

information. Every time a device is lost, an email is sent to the wrong recipient, or a sensitive 

system is left logged-in, data is unintentionally disclosed and the organization suffers an 

incident. If an investigation reveals that an adversary obtained even a single datum, then a 

breach has occurred; though, breach laws, such as the HITECH Act (section 13402(e)(4)), define 

breaches slightly differently  and require at least 500 records to have been compromised before 

mandating public disclosure [7]. wƻōŜǊǘ [ƻǊŘ ŦǊƻƳ tǊƻǘŜƴǳǎ ǎǘŀǘŜǎΣ άLƴ ƘŜŀƭǘƘŎŀǊŜΣ ǿŜ 

frequently see guidelines that reflect key challenges currently facing the industry. For example, 

amidst a spike in ransomware activity, the Department of Health and Human Services issued 

guidelines describing actions healthcare providers can take to prevent ransomware attacks. 

One unintended consequence of mandates that arise in direct response to big-time privacy 

breaches is that they serve as Band-Aid solutions rather than long-term ones that will have 

systemic implications, leaving institutions unknowingly still vulnerable to threats. After all, 

cybersecurity is a marathon, not a sprint. The hope is that these major events will serve as a 

wake-up call that inspires forward-looking technologies rather than the tired FTE models of 

ǎŜŎǳǊƛǘȅ ŀƴŘ ǇǊƛǾŀŎȅΦ LŦ ǘƘŜ ƻƭŘ ŀǇǇǊƻŀŎƘŜǎ ŎƭŜŀǊƭȅ Ŧŀƛƭ ǘƻ ƪŜŜǇ Řŀǘŀ ǎŀŦŜΣ ƛǘΩǎ ŀ ƳŀƧƻǊ ǎƛƎƴ ǘƘŀǘ ƛǘΩǎ 

ǘƛƳŜ ǘƻ Ǉŀȅ ŀǘǘŜƴǘƛƻƴ ǘƻ ƴŜǿ ƳƻŘŜƭǎΦέ 9ǾŜǊȅ ǘƛƳŜ ŀƴ ŜƳǇƭƻȅŜŜ ŎƭƛŎƪǎ ŀ ƳŀƭƛŎƛƻǳǎ link, visits a 

watering-hole site, opens a malicious attachment, etc., they subvert the organizational 

cybersecurity and invite adversaries to infiltrate, compromise, and infect the network.  

Consider that despite years of cybersecurity ŀǿŀǊŜƴŜǎǎ ŀƴŘ ǘǊŀƛƴƛƴƎΣ Ƴƻǎǘ ǎǘŀŦŦΩǎ ƪƴŜŜƧŜǊƪ 

ǊŜŀŎǘƛƻƴ ǘƻ ŦƛƴŘƛƴƎ ŀ άƭƻǎǘέ ¦{. ŘǊƛǾŜ ƛǎ ǘƻ ǇƭǳƎ ƛǘ ƛƴǘƻ ŀ ŎƻǊǇƻǊŀǘŜ t/ in order to read through 

the files or to identify the owner. Social engineering attacks such as these can be used by 

sophisticated nation-state advanced persistent threats, and other adversaries, to infect critical 

infrastructure systems via an un-cyber-hygienic employee. This methodology was used in 2008 

in order to spread the Agent.BTZ malware through the Department of Defense and other 

critical infrastructure facilities. At the time, it was hailed ŀǎ ǘƘŜ άǿƻǊǎǘ ōǊŜŀŎƘ ƻŦ ¦Φ{Φ ƳƛƭƛǘŀǊȅ 

ŎƻƳǇǳǘŜǊǎ ƛƴ ƘƛǎǘƻǊȅέΦ !ƎŜƴǘΦ.¢½ Ƴŀȅ ƘŀǾŜ been spread by the Russian state-sponsored 

Uroburos APT. The Uroburos malware, which appeared in 2011 (or earlier) and was discovered 

in 2014, scans for the presence of Agent.BTZ on target systems and remains inactive if 

Agent.BTZ is installed. The two malware also share some file names, encryption keys, and other 

technical indicators [10]. 

The APT currently relies on targeting inadvertent insiders with spear phishing campaigns, drive-

by-infections, watering hole attacks, and social engineering to push their malware onto target 

networks. The Uroburos malware is a sophisticated, flexible, and modular cyberespionage 
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platform that is designed to spread throughout an entire compromised network and to 

exfiltrate sensitive data back to its operators. The malware can even infect air-gapped systems 

by infecting removable media and transient host systems [10].  

Negligent Workers 

When not efficiently implemented, some personnel may feel that technical and non-technical 

cybersecurity and cyber-hygiene controls hinder their performance and the execution of their 

duties. As a result, these insiders intentionally ignore or circumvent the essential security 

policies and controls for convenience, for the sake of increasing their personal performance, or 

(they often erroneously believe) for the sake of the organization [8]. For example, a negligent 

employee might connect an unapproved third-party device to the network, they might use 

email or cloud applications to transfer files outside the network in order to work from home, or 

they might access sensitive network assets from an insecure connection (such as public Wi-Fi or 

a BYOD device), etc.  For instance, if a negligent worker takes works from their personal 

computer and they connect to the Wi-Fi at a foreign hotel. Then they may become 

compromised by DarkHotel, or similar APTs, who specifically target negligent insiders [11]. 

In one exemplary 2013 illustration of employee negligence, an American software developer 

outsourced his programming job to a consulting firm in Shenyang, China for approximately 

$50,000 while he continued to collect a salary of several hundred thousand dollars. Meanwhile, 

the negligent insider spent his workdays surfing social media and reading emails. The insider 

activity was detected when an investigation into anomalous activity discovered that the 

ŜƳǇƭƻȅŜŜΩǎ ŎǊŜŘŜƴǘƛŀƭǎ ǿŜǊŜ ōŜƛƴƎ ǳǎŜŘ to remotely access the company systems. The 

employee had mailed his multi-factor authentication key to the Chinese consultant via Fed-Ex. 

For the potential years that the employee outsourced his job, he received excellent marks in his 

performance reviews and the clean and functional code that he submitted was considered 

some of the best in the organization [12]. 

¢ƘƻǳƎƘ ǘƘŜ ƴŜƎƭƛƎŜƴǘ ŜƳǇƭƻȅŜŜΩǎ ǎŎƘŜƳŜ ǿŀǎ ŎƭŜǾŜǊ ŀƴŘ ǘƘƻǳƎƘ ǘƘŜ ƻǊƎŀƴƛȊŀǘƛƻƴ Ƴŀȅ ƘŀǾŜ 

used and praised the outsourced code for years, the actions of the employee make him an 

insider threat because the data and systems of the organization were accessible by a foreign 

agent who could have themselves been a malicious threat actor. If nothing else, the Chinese 

government requires that every organization operating within its borders have a liaison to the 

Chinese government [13]. The liaison possesses full administrative privileges and could easily 

coerce the contractor into exfiltrating data or provide access for a Chinese APT.  

APT1, Axiom, and numerous other Chinese nation-state sponsored APTs may receive 

information from embedded liaisons. Some information may be monetized or exploited, while 

other data is repurposed to facilitate cascading breaches.  
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Mismanaged Third-party Contractors 

Third-party contractors, who are placed within an organization without being briefed on the 

ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ cybersecurity policies, procedures, guidelines, practices, and controls, may 

become a non-malicious insider threat when they act in any manner that exposes the network 

or its data to compromise.  

Critical infrastructure depends on numerous third-parties in order to operate within a 

reasonable budget. However, not all contractors are reliable or can be trusted to automatically 

prioritize the cybersecurity of client systems. Consider that the 2013 breach that cost Target an 

estimated $1 billion was the result a spear-phishing attack campaign that compromised the 

I±!/Σ CŀȊƛƻ aŜŎƘŀƴƛŎŀƭ {ŜǊǾƛŎŜǎΦ CŀȊƛƻ ǿŀǎ ǊŜǎǇƻƴǎƛōƭŜ ŦƻǊ ŀ ǎƳŀƭƭ ǇƻǊǘƛƻƴ ƻŦ ¢ŀǊƎŜǘΩǎ 

electronic billing, contract submission, and project management. Target was the only client for 

ǿƘƻƳ CŀȊƛƻ ǇǊƻǾƛŘŜŘ ǊŜƳƻǘŜ ǇǊƻŎŜǎǎ ƳŀƴŀƎŜƳŜƴǘΦ 5ŜǎǇƛǘŜ ŀ ŎƭŀƛƳ ƻŦ άŦǳƭƭ ώL¢ ŀƴŘ {ŜŎǳǊƛǘȅϐ 

compliance with industry practicesέΣ the perpetrators of the attack were not detected on 

CŀȊƛƻΩǎ ǎȅǎǘŜƳ ōŜŎŀǳǎŜ ǘƘŜ ŦƛǊƳΩǎ ƻƴƭȅ ǇǊƻǘŜŎǘƛƻƴ ǿŀǎ ǘƘŜ ŦǊŜŜ ǾŜǊǎƛƻƴ ƻŦ ŀƴ anti-malware 

application. Fazio had remote access to: !Ǌƛōŀ ŜȄǘŜǊƴŀƭ ōƛƭƭƛƴƎ ǎȅǎǘŜƳǎΣ ¢ŀǊƎŜǘΩǎ tǊƻƧŜŎǘ 

aŀƴŀƎŜƳŜƴǘ ǎƻŦǘǿŀǊŜΣ ŀ ŎƻƴǘǊŀŎǘ ǎǳōƳƛǎǎƛƻƴ ǇƻǊǘŀƭ ŎŀƭƭŜŘ tŀǊǘƴŜǊǎ hƴƭƛƴŜΣ ŀƴŘ ¢ŀǊƎŜǘΩǎ 

Property Development Zone portal. Ariba was used for the ticket submission and payment 

collection of external vendors. Contractors, such as Fazio, accessed the front end of the 

application, while Target Administrators used the back end access to maintain the system and 

to pass credentials. Target relied upon Active Directory for most internal credential processes. 

hƴŎŜ ǘƘŜ ŀǘǘŀŎƪŜǊǎ ŀŎŎŜǎǎŜŘ !Ǌƛōŀ ŦǊƻƳ CŀȊƛƻΩǎ ŎǊŜŘŜƴǘƛŀƭǎΣ ǘƘŜ ƎǊƻǳǇ laterally navigated to 

¢ŀǊƎŜǘΩǎ ƛƴǘŜǊƴŀƭ ǎŜǊǾŜǊǎ ōȅ ǎǳǇŜǊǎŜŘƛƴƎ ŀŘƳƛƴƛǎǘǊŀǘƻǊ ǇǊƛǾƛƭŜƎŜǎΦ 5ŜǎǇƛǘŜ ŎƭŀƛƳǎ ƻŦ t/L 

compliance, Target failed to meet the requirement that merchants incorporate two-factor 

authentication for remote network access originating from outside the network by personnel 

and all third parties. An inside source says that Target only rarely met this requirement by using 

a one-time token or other means of secondary authentication. In fact, the anonymous source 

claimed that: 

άhƴƭȅ ǘƘŜ ǾŜƴŘƻǊǎ ƛƴ ǘƘŜ ƘƛƎƘŜǎǘ ǎŜŎǳǊƛǘȅ ƎǊƻǳǇ τ those required to directly access 

confidential information τ would be given a token and instructions on how to access 

that portion of the network. Target would have paid very little attention to vendors like 

Fazio, and I would be surprised if there was ever even a basic security assessment done 

ƻŦ ǘƘƻǎŜ ǘȅǇŜǎ ƻŦ ǾŜƴŘƻǊǎ ōȅ ¢ŀǊƎŜǘΦέ 

The hackers uploaded a fully un-detectible (FUD) malware, similar to the known BlackPoS code, 

ƻƴǘƻ ŀ ǎƳŀƭƭ ƴǳƳōŜǊ ƻŦ ¢ŀǊƎŜǘΩǎ Ǉƻƛƴǘ ƻŦ ǎŀƭŜ ǘŜǊƳƛƴŀƭǎ ōŜǘǿŜŜƴ bƻǾŜƳōŜǊ мр - 28, 2013. 

Despite the use of over 40 commercial antivirus, antimalware, and firewall applications on each 



  14 
 

 

terminal, the malware remained unnoticed. The code was tested for approximately two weeks, 

before it launched nationwide and it began to store the information from magnetic CAD strips 

processed at infected terminals. The magnetic signatures (credit card numbers and cardholder 

information) of the cards were parsed from internal memory the instant after the card was 

swiped. The information of ~40 million cards was transmitted to a hijacked internal server 

where it was aggregated with the stolen personal information (name, mailing address, email 

address, phone number, etc.) of ~70 million customers on a shared S: drive. The internal server, 

made by BMC software, may have been hijacked using backdoor administrator credentials used 

for batch jobs or it Ƴŀȅ ƘŀǾŜ ōŜŜƴ ƛƴŦŜŎǘŜŘ ǿƛǘƘ ά.ƭŀŘŜ [ƻƎƛŎέ ƳŀƭǿŀǊŜ ǘƻ ŦŀŎƛƭƛǘŀǘŜ ƭŀǘŜǊŀƭ 

network movements. The data remained inactive for six days, before transfer to an external FTP 

server. Beginning on December 2, 2013 the server transmitted the payloads to the FTP server of 

a hijacked website several times a day, for a two week period. A Russian virtual private server 

(VPS) began downloading the data. Some of the data was also exported to zombie dump PCs in 

Miami and Brazil. Approximately 11 GB of stolen data was transmitted over the two week 

period. The card information can be used to produce counterfeit cards by replicating the 

magnetic strip. The cards and some of the personal information were sold on popular 

underground sites such as rescator[.]la for payments of $18-$35.70. [14][15]. Perhaps if Target 

better communicated its cybersecurity expectations to its contractor or if it better restricted 

the connection to Fazio systems based on the access due to their HVAC role, the breach could 

have been prevented.  

Overwhelmed Personnel 

Overwhelmed or fatigued personnel may be the largest category of critical infrastructure 

ƛƴǎƛŘŜǊ ǘƘǊŜŀǘǎ ōŜŎŀǳǎŜ !ƳŜǊƛŎŀΩǎ ŎǊƛǘƛŎŀƭ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ ƛǎ ŀŎǳǘŜƭȅ ǳƴŘŜǊ-resourced in certain 

areas. For instance, in 2016, there were an estimated 1 million critical infrastructure 

cybersecurity job vacancies, and that number is expected to increase to 1.5 million by 2019 

[16]. These positions are vacant because current personnel are either incapable of performing 

cybersecurity duties or already dedicated elsewhere. Consequently, the inability to fill these 

positions with qualified personnel or actions such as hiring freezes, which prevent the hiring of 

vital personnel, shift cybersecurity or other duties onto unfit or overburdened critical 

infrastructure personnel [17]. These overexerted personnel become inadvertent insider threats 

the moment that they take shortcuts, cut corners, or circumvent policies and controls in any 

attempt to balance their disproportionate workloads. Additionally, the disproportionate 

workload can cause frustration and resentment to build, and the overwhelmed employee may 

ŘŜǾŜƭƻǇ ƛƴǘƻ ŀ ƳŀƭƛŎƛƻǳǎ ƛƴǎƛŘŜǊΦ {ǘŀƴ ²ƛǎǎŜƳŀƴ ŦǊƻƳ It9 ŜȄǇƭŀƛƴǎΣ ά²ƘŜƴ ŜƳǇƭƻȅŜŜǎ ŀǊŜ 

stressed and working fast, they tend to be more susceptible to social engineering attempts. 

Organizational leaders need to examine whether they are creating a stressful environment or 
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one that fosters a natural workflow. For example, one aspect of a plan to minimize stress could 

involve allocating time for employees to fulfill iƴŦƻǊƳŀǘƛƻƴ ǎŜŎǳǊƛǘȅ ŎƻƳǇƭƛŀƴŎŜ ǊŜǉǳƛǊŜƳŜƴǘǎΦέ 

Malicious Insider Threats 

Organizations often fail to predict or detect the activity of malicious insiders because 

cybersecurity strategies tend to focus solely on external third-party adversaries. These 

organizations discount the possibility that any of their personnel could be enticed to act against 

ǘƘŜ ƻǊƎŀƴƛȊŀǘƛƻƴΦ Lƴ ǊŜŀƭƛǘȅΣ ŀ ŦǊŀŎǘƛƻƴ ƻŦ ŜǾŜǊȅ ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ ǿƻǊƪŦƻǊŎŜ Ŏŀƴ ōŜ motivated by 

internal or external incentives to intentionally subvert the cybersecurity of the organization [8].  

Disgruntled Employee 

Trusted employees develop into malicious insider threats due to distrust of the organization, 

due to perceived inequality, or due to perceived harm. These threat actors often seek to disrupt 

operations, to delete data, or to harm the organization. For example, a disenfranchised or 

disgruntled employee might exfiltrate sensitive data with the intention to later sell, exploit, or 

publically release the information to inflict reputational harm on the organization [8]. 

Disgruntled employees are dangerous because they blend into the background. Without 

bleeding-edge technical solutions, the threat is often unrecognized until a cyber or physical 

event occurs. Could you look at the janitorial or support staff and know with full confidence 

that they harbor no ill-will towards the organization?  

 

 

 

 

  

Figure 2: Alphabay Forum Listing of Financial 

Insider 

The self-proclaimed insider in Figure 2 claims to work in a bank and offers money laundering services to 

Deepweb users. 
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Disgruntled employees are organizational vulnerabilities waiting to be exploited by an 

opportunistic adversary. In many cases, their privileged positions as support staff (who often 

feel used or under compensated) or as mid-level management (jealous of the advancement of 

their peers) make them valuable intelligence assets to external attackers. Imagine how much 

harm an enemy nation state could inflict if they knew the daily schedule or account credentials, 

of say, the President or a Fortune 50 CEO. Hail-mary threat actors such as ISIS or North Korea, 

lack the sophisticated technical acumen necessary to severely impact United States critical 

infrastructure; however, a disgruntled employee can be recruited through ideological 

propaganda or financial gain to launch cyber-ƪƛƴŜǘƛŎ ŀǘǘŀŎƪǎ ƻƴ ŀƴ ŜƳǇƭƻȅŜǊΩǎ ŎǊƛǘƛŎŀƭ 

infrastructure systems. After all, it is cheaper to pay a disgruntled employee to disable layers of 

security controls than it is to hire an APT team to launch attacks and search for vulnerabilities. 

Cyber-Jihadist 

Cyber-jihadists, whether self-radicalized or recruited seek to infiltrate Western critical 

infrastructure in order to conduct multi-vector cyber-physical attacks, to exfiltrate sensitive 

intelligence, or to pre-position future campaigns. 

 

In May 2016, the Islamic State Hacking Division claimed to have an insider threat in the British 

Ministry of Defense. While this claim was unsubstantiated, it may be worth noting that 15.6% 

of ISIS recruits have completed one or more years of college.  Active college students 

brainwashed by the Daesh ideology could be persuaded to apply for an entry level position at a 

target company as pre-positioning for a cyber-kinetic campaign. These low-tier recruits could 

physically harm critical infrastructure personnel or systems. Moreover, their actions within an 

organization could be synchronized with unsophisticated or outsourced layered attacks, such as 

a DDoS attack, for a compounded impact. 
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Departing Executive 

 

 

 

 

Concern that data may be exfiltrated by departing personnel is a concern independent of 

organization size or sector. Whenever an executive or other high-ranking personnel leaves an 

organization, there is the risk that the individual will steal confidential data, client lists, or 

intellectual property, and take the information to a competitor. The theft of customer or sales 

data may be difficult to detect because it may be known to the individual (people are 

information vessels too) or it may be contained in a proprietary corporate database or 

application that is inadequately integrated into the cybersecurity environment. User Activity 

Monitoring can help detect whether an employee is browsing competitor sites, communicating 

with parties outside the organization, or applying to external job listings from the corporate 

network. Psychographic big data analytics of the Salesforce traffic on cloud services or of the 

traffic logs can also help identify anomalous user behavior [4]. 

 

Figure 3: Deepweb W-2 Database Sale 

A departing executive could leave the company with intellectual property, trade secrets, financial 

information, PII, etc. For instance, someone with access to payroll could exfiltrate and later sell 

employee tax information. 


























































